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1. INTRO1)UCTION . ~>s.
&

‘1’hc logistical difficulties of making regular oceanographic nwasurcmcnts  in the polar oceans

during winter make it ncccssary  to employ remote-sensing techniques. Microwave synthetic

aperture radar (SAR) offers day and night imaging, wilhout impact from atmospheric conditions.

SAR satellite receiving stations located in l?airbanks,  Alaska; ‘l”ron~s@,  Norway; Kimna, Sweden;

West l~reugh,  Scotland; and Gatincau, Canada, form a chain of station receiving masks which

cover all but the Eastern Arctic basin. Similar SAR-satellite  data receiving stations in the

Antarctic are operated by the Germans at the Chilean General Bernardo 0’1 Iiggins  base; and by

the Japanese at the S yowa base [ 1]. A furlhcr receiving station is proposed and currcnt]y  being

implemented at the U.S. McMurdo base [2], to bc operational in 1995-96, and will complete

coverage of the Southern Ocean around the Antarctic continent. This network forms the basis for

over a decade of continuous satellite SAR observations’ of the polar icc pack in both hemispheres.

Sca ice plays a key role in climate through its interactions with and feedback’s to the atmosphere

and ocean [3]. As the extent of the sea ice is on average of the order of 10% of the global ocean

area (rising to a maximum of 13%) this high albcdo insulating layer acts as an intermediary in

the way in which the local atmosphere communicates with the ocean. The sea-ice cover both

reflects and responds to the balance of fluxes of momentum, heat, water vapour and salt at the

surface, changing its distribution, thickness and salinity accordingly. Through the surface albcdo

and coverage of leads, the surface conditions of the sea ice impact the net heat flux at the surface

and therefore the equilibrium thickness of the ice. Similarly, the winter sea-ice cover acts to

precondition the mixed layer, due to salinization by salt rejection during sea-ice growth [4]. It

has an effect on global  ocean characteristics from the pcrspcctivc of generation of water masses

such as Antarctic bottom water or the high salinity shelf water found along the she]vcs of the

Weddell and Ross Seas [5] and in the l)eauforl and Chukc}li  Seas. I’hus sea ice has an important

impact beyond locally regulating the cxchangc of heat, momentum and water vapour bctwccn

ocean and atmosphere.

in recent years SAR evolved and matured as an operational tool [6], but the data have barely

been exploited to their full scientific potential. This chapter points toward soJnc of the new

insight SAR can give to polar oceanography, w}lile identifying drawbacks and difficulties with

SAR sea icc data and their application in geophysical investigations,

2. SAR AND ‘l’] 111 STUI)Y OF SI{A ICI;

The conventional concern of high latitude oceanographers is that information gathered from

space can not bc as accurate or as relevant as t}~at collected first hand from research vessels or in-

situ by moorings or drifters. 1 lowcvcr,  microwave radar imaging of sea icc is a young and

continuous]  y evolving field, just as acoustic tomography and acoustic Doppler current profiling
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pnce were. Synthetic Aperture Radar (SAR) remote sensing is the ictcal  candidate for monitoring

sea icc characteristics at a variety of time and spatial scales. Currently operating satellites ERS-1

and J-E3RS-  1, and operational airborne radar sensors will be succeeded for at least another

decade, by operational SAR aboard 111<S-2,  Radarsat  and the IuM llnvisat  Satellite. ‘1’his  will

provide over 10 years of continuous and almost unrestricted high-resolution imaging.

A. Scales of Surface Processes in Space and “1’imc

The main problem in observing the polar ice cover imd its influence on the atmospheric and

oceanic boundary layer is the ephemerality of the active processes. Identifying the timesca]es of

ice formation, change and decay, is the key to successful satellite monitoring of these proccsscs.

Sea ice continuously interacts with the ocean and atmosphere, and the spatial and temporal scales

of these interactions respond to similar scales  in the atmospheric and oceanographic forcing

terms, ranging spatially from meters to thousands of kilometers, and temporally from diurnal to

dccadal, Table 1 indicates the spatial and temporal scales of key sea-ice variables of interest to

sea-ice geophysicists and oceanographers.

q“raditiona]ly  sea-ice extent (’l-able I.) is regarded as the parameter which microwave techniques

can most successfully measure. “J’his task is routinely accomplished by passive microwave

instruments such as SSM/1  which frequently map large areas (see Comiso, Chapt 5 Section aii).

The additional capability which higher resolution techniques (ea. 30 m) such as SAR offer is that

individual features of the sea-ice cover such as ice floes and leads can be monitored by tracking

them in time-sequcntia]  images. 1 lolt et al. [7] review this capability, demonstrating the ability of

the instrument on board ERS- 1 to monitor the patterns of ice motion and circulation in the Arctic

basin. Tools to obtain ice motion from spaceborne SAR images are adequate to make routine

intensive observations in areas such as the Fram, Denmark, and the Bering Straits, Whereas ice

motion in these areas is too vigorous for buoys to bc cflicicnt or cost-effective, SAR images can

provide firm new data on the Arctic freshwater balance from measuring the icc mass flux

through these regions. Equally important is the contribution of SAR to observing dynamics of

leads and thin ice areas, lee-motion data generated from pairs of images separated at intervals of

several days enable studies of the changes in thin ice area in relation to the motion field and

spatial variations ice velocity. As subsequent sections will show, when this information is

coupled with physical models of icc growth and air temperature and wind data, observations of

divergence and thin ice formation in leads and polynyas  can bc employed in estimates of the

brine flux or salt precipitation rate in the upper ocean. Models can be exploited to estimate the

sensible and latent heat fluxes, and with sufficient coverage and frequency, enable regional heat

budgets to be monitored. It is clear, therefore, that with combination of these data and

information from judiciously placed buoys, SAR will bc able to make significant contributions to

acquiring information on the variables listed in Table 1.
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11. The Characteristics of Operational SAR

Knowledge of the specifications of operational SAR is important to the interpretation of accluircd

image data. Varying viewing geometry, frequency and polarization make it ncccssary to interpret

the resulting microwave data with care. liqually important is the scale and frequency of covcragc

in relation to the processes identified in Table 11.

White  SAR

Past, present, and future SAR instruments arc dcscribcd in ‘l’able 11 for a comparison of their

operating characteristics. Of the spaceborne SAR’S not listed, the Space Shuttle payload

instrument called the Shuttle imaging Radar (S11{) recovered limited imagery of marginal ice in

the Southern Ocean during the SIR-B mission in 1984 [8] and is not considered, Its follow-on

SIR-C, slated for launch in 1994, will also have low orbit inclination and is excluded. Of the

missions listed, ERS- 1 and J-Ill< S- 1 are currently flying, and recovering considerable amounts of

data. Purthcr  information about the overall timetable for microwave instruments collecting sea-

icc data is given in Carscy et al. [6:

dcscribcd in detail by Massom  [9].

~irbomc  SAR

while the characteristics of each these instruments are

Prom Seasat and the present day, airborne systems were the only means of developing capability

to interpret microwave images of sca ice and laid valuable groundwork for present-day SAR

systems. Until  1991, for instance, there was no spaceborne C-band microwave SAR. Several

operational airborne science instruments acquired a wealth of data in preparation and support of

satellite missions. The major characteristics of three notable systems arc outlined below to

indicate the breadth of data characteristics. Only those systems participating in sea-ice

experiments are listed. ‘1’he CCRS, ERIM and J}>l. airborne instruments allowed collection of

such data over the Barcnts, Bcaufort, Bering, Chukchi, Greenland and I.abrader Seas during a

variety of experiments.

CCRS Aircrafi SAR
The Canada Centm for Remote Sensing (CCRS) airbomc SAR is a 2 frequency C- (5.3 GHz: k =

5.66 cm) and X-band (9.6 GHz: L = 3.1 cm) instrument which can operate in a number of

imaging modes [10, 11]. “l”hcsc  modes arc; (a) Nadir Mode - with an incidence angle range 0°<

(1 <74°,  a range and azimuth pixel resolution of approximately 6 m, and a swath width of 22 km

; (b) Narrow Swath  Mocle - with incidence angles from 45°<0<76° a range and azimuth  pixel

resolution of approximately 6 m and a swath width of 18 km; (c) Wide Swath  Mode  - with an

incidence angle range 45°<0<85°, a range and azimuth pixc] resolution of approximately 20 m

x 10 m and a swath width of 63 km. I’he radar can transmit and rcceivc at both combinations of
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linear  horizontal and vcriical polarization, enabling like- and cross-polarized images to be

recorded, ‘he system is flown aboard a Convair 580 twin-turboprop aircraft w}lich has a flight

range of about 2,500 km and cndurancc of 4.5 hours.

J]’I. AIRSAR

l’hc NASA-JPL  aircraft SAR (AIRSAR),  is a 3-frequency synthetic aperture radar operating at

P-band (0.44 GJIz: A =68 cm); L-band (1.23 Gllz:  I = 24 cm); and C-band (5.3 Gllz:  1 = 5.6

cm), The radar is fully polarimctric  thereby offering a linear quad-polarized (hh, hv, VV, VII)

amplitude and phase dataset  which can be used to synthesize images any given transmit or

receive polarization combination. ‘1’his instrument is flown aboard a long-range DC-8@ aircraft

which can carry other il~strlll~~e~~tatiol~  in support of the radar. It has an operating range of

approximately 3,200 km and a continuous operating time of 8 hours when flying the AIRSAR.

ERIM/NADC  SAR

The Environmental Research Institute of Michigan/Naval Air Development Ccntre

(ERIM)/NA13C  3-frequency SAR is flown aboard a P-3 aircraft. ~’his I.- (1.2 Gllz), C- (5.3

G} Iz), X-band (9.4 GI-17,) system is fully polarimetric,  and has a rcsolmion of about 1.8 m, in the

incidence angle range 20° to 70°, over a swath of 10 km [12].

c. Seasat to the Present Day

In 1978 Seasat laid the foundations for SAR remote sensing of sea ice, returning high quality

SAR images of the Beaufort and Chukchi  ice pack before abruptly failing [13]. This short-lived

mission of 105 days in orbit unfortunately precluded planned simultaneous surface measurement

and validation experiments to understand the impact of sea-ice geophysics upon the I.-band

backscatter  images. Since 1978, aircraft SAR and surface-based scatterorncter measurements

have been the mainstay for development in our understanding of the fundamentals of microwave

interactions with snow and sea ice. in the interim period between Seasat and ERS- 1, the

flexibility of airborne platforms enabled the continuing development of SAR applications in sca

ice geophysics. A number of flight campaigns were conducted during field experiments where

intensive surface measurements were made. ThL]s,  until 1991 the only sea-ice surface

measurements conducted simultaneous to SAR were during airborne campaigns.

OJIC of the most intensive yet extended applications of airborne SAR has been throughout a

series of experiments to stuc{y air-sea-interaction in the seasonal ice zone. Johannessen  et al. [ 14]

describe results of 1979 Norwegian Remote Sensing Experiment (NORSIIX); the Marginal ICC

Zone Experiments (MIZI?X) conducted in 1983, 1984 and 1987 ; and the Seasonal ICC 2’.one

Experiment (SIZEX) in 1989, These experiments employed early versions of the JPI. airborne

SAR, the CCRS/ERIM SAR, and the CCRS radar dcscribcd above. This series of experiments

defined the role of SAR in monitoring the morphology and structure of the ice edge in the
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Greenland Sea, Fram Strait and IIarcnts Sea regions with application to monitoring nlcsosca]e

oceanographic activity and sea-ice dynamics along ice edgcs. Such SAR observations lcd to

considerable interest in modeling ocean processes such as ice edge upwclling, eddy formation

(see [ 14]) and deep convection[15] - all of which directly result in surface expressions traced by

the SAR-in~agcd  sea-ice drift.

in parallel to those described above, similar seasonal ice

in the 1.abrador Sea in preparation for the usc of C-band

ICC Margin Experiments (1.IMI;X) were conducted in

zone experiments were being conducted

MM- 1 and Radar sat data. ‘l’he I.abrader

1987 and 1989 with support from the

CCRS airborne SAR carrying the first C-band airborne SAR [16, 17, 18, 19], ‘1’hcse experiments

were unique in that they were the first to bc conducted with an airborne C-band sensor. Rcsu]ts

have led to developments in the understanding of wave imaging in marginal ice zones, the

evaluation of C-band backscatter models for sea ice and the expression of different ice theologies

upon marginal ice zone dynamics (for results see [20]).

Final mention must bc made of a number of more recent preparatory experiments for utilization

of ERS- 1 data in sea-ice monitoring. l’hc first was the Bothnian  Rxpcrimcnt  in Preparation for

ERS- 1 (13EPERS-88) taking place in the Gulf of Bothnia in l;ebruary 1988 (SCC collection of

papers in [21]). In the following year a series of experiments began in the Canadian archipelago.

The Seasonal Ice Monitoring Site (SIMS) experiment was first conducted in Resolute Passage in

May and June 1990 [22]. Continuation experiments have subsequently been conducted in 1991

and 1992 with the CCRS SAR to monitor seasonal change in 1.ancaster  Sound, The latter was

conducted under the new name Seasonal ICC Monitoring and Modclling  Site (SIMMS ‘92). “i’his

new name reflects the evolution of this annual experiment towards utilizing time-series SAR and

field data to model the snow and sea-ice response to short and long-wave radiation dynamics

[23].

D. IIRS - 1 Validation Experiments

After failure to capture simultaneous field measurements during the Seasat mission, various

experiments were conceived with the object  of calibration of the radar or validating approaches

to extract sea-ice information from ERS- 1 SAR data during the early lifetime of the satellite.

These were: ARCTIC ’91, conducted in the late summer-early fall period in the }Iigh Arctic; the

Baltic Experiment for ERS-1 (BEI;RS-92) during January-March 1992 in the Gulf of Bothnia;

the Seasonal ICC 7mnc Experiment (SI~J\X-92) in the llarents  Sea in March 1992; and the Winter

Wcddcll Gyre Study (WWGS ’92) in the Wcddcll  Sea, Antarctica, from May - August 1992.

It is impossible to report on the preliminary findings of all of these individual studies, and so the

reader is referred to papers presented about each of these individua]  experiments at the 1 ~irst

l?RS-1  Results Symposium, held at Cannes  in November 1992 [24].
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Validation activities have been focused on tllc capability of SAR 10 inlagc,  differentiate and

monitor different types of sea ice. For the nlos[ part liRS-1  data is sl~own applicable to the

problcm of calculating areal fractions of different ice types, and especially to calculating the

regional fraction of multiycar ice in the Arctic. Perhaps the most pronlising validation result is

that SAR images can bc used effectively to track ice floes under different conditions. Ice tracking

opens many doors to future scientific investigations using these data, as kinematic information

hold the key to estimating ice divergence and convergence, and therefore estimates of the thin ice

fraction, the heat and salt fluxes into the upper ocean, and thus the icc growth rate. l-lowcvcr,

physical models must go hand-in-hand with the development of scientific applications of these

data. Since the modeling community will be involved, it is ncccssary  to point out drawbacks

associated with utilizing SAR data.

‘3. . SPATIAL AND TI?MPORAI. RI? SOLUTION” VS COVItI{AGIt

Experiments described in the previous section have provided a wealth of microwave signature

data accessible to scientists. image data acquired in conjunction with surface mcasurcmcnts

provide the raw material with which to realize the potential of contemporary satellite SAR data.

‘1’hc main problem now facing polar oceanographers and sea-ice geophysicists is how to translate

the knowledge gained from these SAR experiments into methods of extracting useful

information from satellite systems. This section outlines some of the practical difficulties

encountered in applying SAR data.

A major  difference between satellite and airborne systems is due to their inherent revisit

capability and imaging swath width. Aircraft can revisit a surface site many times, offering high

spatial and temporal resolution, while a polar-orbiting satellite SAR is at best every 3 days with

ERS-I  [25]. Conversely, the satellite has an indefinite revisit (over long timescales of months to

years) and greater spatial coverage, but with slightly reduced spatial resolution. Iiach of these

approaches has its drawbacks, and more often than not there is a tradeoff.

A. Temporal and Spatial Resolution

The capability to ‘revisit’ or repeat an image of an area on the ground has an impact upon the

regional monitoring of lead areas or motion-induced divcrgcncc in the ice cover. Aliasing of

observations of the arcal extent of open water and thin ice is a topic, for instance of considerable

interest to recovering information about the salt flux and heat exchange bctwccn ocean and

atmosphere. IS a repeat cycle of three days sufficiently high temporal resolution to monitor the

process of new ice formation in leads for instance? It is clear from cxatnplcs shown in the section

5, that the exact date of lead opening is critical for a number of reasons. Primarily icc growth is
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most vigorous during the early growth phase, throughout the period of the largest,  ocean-

atmosphcre  heat exchange. Concomitant salt fluxes during this phase are significantly highcl:,

and thus dating  the opening of a lead is critical to understanding the impact upon the upper

ocean, Equally importantly the SAR repeat period is critical to observing seasonal ice 7,0nc

features, as the timescales  of featunx  in the marginal ice zone are susceptible to rapid changes in

thermodynamic and dynamic forcing. Consequently, repeat }Ieriods  of 3 days, typical for I{ RS - 1

SAR, are unsuitable for some MIZ monitoring and most applications must rely on snap-shot

images.

Orbits with longer repeat cycles often have sub-repeat cycles allowing imaging of a similar area

on the ground at shorler intervals. Processing orbits such as that of the 35-day repeat orbit phase

of MM-1, allowed 3-day repeat imaging and tracking of an moving patch of sea-ice over a longer

period, provided that ice motion was westward and consistent with the precession of the orbit

and that ice floes and features within the swath arc larger than the resolution limit. Major

problems occur in (i) regions where the circulation patterns dictate that the main velocity vector

component is in a direction opposite to the orbit precession; and (ii) in marginal ice zones where

ice drift velocities exceed around 0.6 n~/s.  lJndcr these circumstances it is impossible to track the

ice over long time periods and distances.

Spatial resolution in SAR data is superior to most alternative data sources and is sufficient for

most applications except special cases found in marginal ice zones. Drinkwater  and Squire

(1987) observe that ice floe tracking becomes almost impossible when floes decrease below the

resolving power of the sensor and ice concentrations arc high. In spite of the problematic

tracking some information may be drawn from the patterns formed by the modulation of

backscatter due to floe sizs or floe edge distributions (see section 4).

Increasing spatial resolution in order to solve the problems stated above is a thorny issue,

because while limiting the study of marginal ice zones and narrow features such as leads, data

volumes are already at a level which makes image products unwieldy. Studies have shown that

for the majority of cases ice pack monitoring can successful] y utilize low 100 m resolution

images. Such is the case that all Alaska SAR l;acility  image post processing to ice motion

velocity fields and ice type grids is currently performed on 100n~  degraded resolution image data.

The only short-term solution to recovering higher resolution data in seasonal ice 7.ones is to usc

higher resolution aircraft SAR.

13. Spatial Coverage

Satellite SAR has a large acivantage  over aircraft data when it comes to applications of the dala

requiring monitoring of processes responding to synoptic scaic ocean and atmosphere dynamics.
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,A typical 100 km swath from a satellite data is sufficient to Condllct  Incsoscak  or regional

studies, and contiguous image strips can bc used to trace events over wide areas in the along-

track direction. In some cases where it is impossible to nlonitor ice motion ordlogonal to the

swath and in the wrong direction (counter to orbit prcccssion).  ‘J’he latter problem may bc

overcome by a SAR systcm with the ‘flexibility to image much wider areas. Raclarsat  is capable

of imaging a 510 km swath (Table 11), and offers the geographic covcragc required to enable

complete mapping of the Northern and Southern 1 lemisphcre icc covers every 6 days. Only then

will it be possible to track parcels of sca icc indefinitely in space and time, or indeed throughout

an entire ice season. The capability of RADARSAT to image expansive areas on a weekly basis

goes a long way to solving most of the problems associated with applying SAR data to

geophysical problems. An additional feature which allows variable viewing geometry using

multiple beams will enable beam steering to overcome the difficulties of ice monitoring in

problematic regions of icc contraflow or particularly dynamic icc margins.

4. CM-WAVILENGTIIS  AND S1lA-ICE  GEO1)IIYSICS

“l’o-date a large number of studies have been conducted in order to understand the interaction of

microwaves with sca icc [26, 27, 28]. Rather than to dcscribc each of these findings in cictail,  in

this section a number of important findings arc summarized to identify restrictions to using data

with known parameters under ccr(ain snow and icc conditions or season. For a more detailed

review of the physical basis for microwave interactions with sca ice sec 1 lallikainen  and

Wincbrenncr  [29]. A complctc  breakdown of results from microwave SAR studies is also

provided by Onstott [ 12].

A. impact of Frequency

Microwave image content depends on the proportion of the transmitted power reflected or

scattered back to the radar. One key to using  SAR for studying-sea ice geophysics is the fact that

backscattering  and the penetration depth through the snow-cover into the ice are frequency

dependent. At shorter cm-wavelengths such as X-band, electromagnetic radiation barely

pcnctratcs  beyond the surface of higher salinity sca icc scattering largely at the ice surface. Onc

argument is whether enough information can be gleaned from the characteristics of this

scattering for fundamental geophysical diffcrcnccs within the sea ice body to bc rccognizcd,  The

converse strategy is to employ wavelengths longer than 1.-band to penetrate the icc layer and

sense the structtm  and morphology of the icc from the volume scattering which originates from

internal inhomogeneities.

Microwave Signatures of Icc “1’ylIQs

Recognition of various components of an icc cover by way of unique frequency-dcpcndcnt

backscatter signatures has long been considered the best route towards re.covcxing  information on
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ice thickness. Since microwave techniques have proved unsuccessful in deriving the thickness of

the ice cover, the best direct alternative was considered to be to map ice classes reflecting age or

thickness through their salinity or roughness related backscattcring ‘signature’. 1 Icrc wc briefly

describe the success or drawbacks in xccovcring  information using this approach.

Iiigure 1 shows a heuristic model of the growth of sea ice and provides an indication of the

relative importance of various geophysical parameters upon components of C-band SAR

backscattcring. ‘1’hc model represents the thcrn~odynamically -influenced changes in the relative

importance or efficiency of the snow and ice scattering upon the total backscattcrcd signal at a

typical satellite SAR incidence angle of about 20°.

First-year Ice
As sea ice grows and ages the corresponding backscattcr signature changes. Providing ice grows

thermodynamically without deformation it would follow a growth sequence similar to that

depicted in Fig. 1. Obviously ice growth can begin in a given location at any time of year, but

Pig. 1 simply shows an uninterrupted and complete growth cycle of first-year ice. From its origin

as new ice between 10- 20cn~  thick it is an extremely efficient scatterer, due to its high salinity.

If smooth, thin ice appears as the lowest power target in a SAR image, since surface roughness

also determines how strong backscatter  occurs. ‘1’hus the amount of deformation of the thin ice

types is critical to the discrimination of thin ice in SAR images [12, 29]. Pancake ice, which

undergoes wave disturbance during growth, can in contrast appear extremely rough at all

wavelengths from X- to l.-band.  “1’hus the icc growth environment is critical to the signature of

thin ice types. An anomalous situation observed by various authors for young sea ice is

documented in Fig. 1 as a dotted line in the early part of some of the panels. The so-called frost-

flower cycle may roughen thin ice to the extent that this high salinity surface causes high

backscatter values which can be confused with other ice types [30].

As ice grows through an intermediate stage known as gray ice and into thick first-year (IiY) ice,

its surface grows colder and rotlgher,  and acquires a snow cover. Moreover, the lower

electromagnetic absorption becomes with age the higher backscatter  becomes. ‘1’bough this

argument appears counter-intuitive, various competing effects serve to override the reduced

reflectivity caused by reduced salinity and the impcdcncc matching effect of a snow cover. l~or

instance, ,the snow cover may induce ice surface roughening, whilst also raising the temperature

at the snow/ice interface by insulation. ‘1’bus, despite thicker I~Y ice being less saline than new or

gray ice, its backscatter  is often observed to be roughl  y 5d13 higher than younger ice forms in the

range 1- 10GHz  [31, 12].

Multiyear  Ice
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First-year ice thick enough to survive the summer nlclt  bCCOn~CS  mllltiycar (MY) or old icc

(signified as a dashed line in Fig. 1). ‘1’ypically MY icc is morphologically  distinctive with the

upper ice consisting of frcshcncd raised areas with a bubbly,  low-density upper layer [32]. The

process of melt-freeze temperature cycling and the flushing of brine produces low salinity icc

which generally supports a deeper winter snow cover. Winter SAR observations of old icc in the

Arctic at frequencies of 5 GIIz and above indicate that this icc has the strongest backscattcr

(around -lOdB at 23°) of any target other than pancake icc or thin ice with frost flowers. It

appears that the lower salinity of this old icc enables greater transmission, lower absorption and

deeper penetration into the ice volume. Air inclusions, inhomogeneitics  and bubbles in the lower

density upper ice cause strong volume scattering sufficient to dominate over the corresponding

ICVCIS  of snow and snowfice  surface scattering.

Transmission and Absorption of Microwave,!

Transmission of microwaves in sea ice is determined by scattering and absorption within the

medium. These two components arise from the salinity anti agc of the sea ice, as well as

structural transformations which the ice undergoes. As sea icc ages it becorncs  desalinated [32]

and what begins as relatively high salinity young first-year (FY) icc (> 10ppt salinity) becomes

ICSS saline as it thickens, Multiycar icc (MY) more than 1 year old normally has lower salinity

after experiencing summer melt processes, and is generally lower than 2-3ppt  salinity. Plots of

absorption and modeled penetration depths arc shown in IJig. 2 for the typical range of salinity

[27, 29]. Firstyear  ice (FY) ice typically attenuates a transmitted wave rapidly within a few tens

of cm of the surface of the ice, and of the available SAR systems, only 1.- and P-band can sense

dccpcr  than 50cn1 under most natural conditions. In contrast, cold MY ice experiences

frequency-dependent penetration depths varying (in theory) from 1 m at X-band up to several

meters at L-band, The result of penetration into MY ice at frcqucncics higher than C-band is that

‘volume’ scattering from inhornogencit  ics wit hin the ice becomes dominant [12]. It is this factor

which results in old, lower salinity icc having a backscattcr  value greater than most other icc

types. This characteristic allows  multiyear icc to bc distinguished from lower backscatter  I;Y ice

tyj)cs in C-band aircraft and 131<S-  1 data.

The early focus in SAR systems was on longer microwave wavelength systems such as 1.-band

and Seasat recovered useful mesoscalc information on ice concentration, floe sizes and shapes.

The l.-band  wavelength is too long, however, to sense the microscopic differences bctwccn I;Y

and MY. Notwithstanding this drawback, l.-band  responds most effectively to macroscopic

internal deformation and structural features within the ice such as pressure ridges and pressure

zones, and leads or fractures. A shift to favour shorter wavelengths was bccausc of the greater

responsiveness to ice surface dielectric diffcrcnccs and roughness, While X-band SAR is often

touted a being the best ice salinity discriminator, there arc trade-offs in the information content

provided by different frcqucncics and polarizations. ‘i”hc impact of the snowcover is onc serious



f,,

limitation to recovering information about the sea ice, due to the rcdllccd penetration of shorl

wavelengths in wet snow. This is treated later in this scclion.

13. Polarization Diversity

Until the European Space Agency’s planned ~hlviSat  polarimctl”ic nliSSiOll  in the 21 st century, the

next decade in satellite remote sensing is restricted to single channel instruments. Additional

polarization information provided by polarimctric  airborne systems at first sight appears

inapplicable in the context of conducting current satellite SAR geophysical studies, IIowcvcr,

results from recent studies show that the polarimctric  airborne SAR is a welcome complement to

single-channel SAR.

&attcrin&  rnodcl development.—— —.
Polarimetric SAR provides complex backscattcr  coefficients at different combinations of linear

polarization, These enable the scientist to synthesize or reconstruct a backscatter image for any

selected polarization of the incident wave. Rcccnt results using J}% AIRSAR data illustrate the

advantage which additional polarizations give in obtaining a more thorough understanding of

scattering fundamentals [33]. ‘1’hcse  data are now being used in developing modc]s and analysis

tools required for interpreting the physical basis of sing]c  channel sea-ice signatures [34].

Development and testing of fully polarimctric  backscattering  models is critical because n~ulti-

channe] techniques am the only way to completely c}~aractcrize  key ice properties involved in the

scattering process. Ultimately, backscatter  model inversion using SAR irnagc data will require

incorporation of all essential scattering physics before realizations of solutions containing the kcy

physical properties of sea icc can successfully bc made.

~istin~uishin~  between water and ,ic~

‘l%e main deficiency of sing]c  channel SAR

surface of smooth new ice can bc sufficicnt]y

techniques is that the dielectric constant at the

high that thin icc is indistinguishable from ocean

water (on the basis of low backscatter magnitude). On the other hand wind waves often generate

rough surface scattering for open water in leads which can easily cxcccd the backscattcr of the

brightest MY ice target (-8 dll).  Both situations cause difficulty by these contrast reversals as

they confound automated techniques to study lead openings or ice edges,

l.-band  polarimetric  data and models have reccnt]y  been coupled to demonstrate (hat it is

possible to discriminate unambiguously between open water and young icc (in the range 0-30

cm). This approach requires that the incident wavelength be sufficiently long that it can penetrate

and sense the bottom of the high salinity thin-ice layer. l~or smooth undeformed icc in leads,

Winbrenner  et al. [35] indicate that small perturbation surface scattering theory is valid.

Dackscatter is then independent of surface roughness and instead dependent on the dielectric

constant. Using an approach suggested by Wincbrcnncr  ct al. [36], I>rinkwater ct al. [37]

1?
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,demonstrate  that vv/hh polarization ratios can conveniently bc used torcsolvc  diffcrcnccs

bctwccn water and Jmw icc based on the order of magnitude diffcrer~ces in dielectric constant.

Resolving Ambigufi~&S  ji~_S_eaAce_~assifi  ca!!.f?I]

Rignot and Drinkwatcr  [38] use J1’L AIRSAR data to show that multi-channel data can bc used

to resolve ambiguities or difficulties in discriminating important types of icc at C or L-bands.

Ihdly polarirnetric data is more adept at classifying thin ice, while also distinguishing a number

of unique FY signatures, and can be used to generate a detailed icc-type chart, The value towards ~

satellite SAR data is demonstrated when these fully polarimetric data arc degraded back to their

single channel single-polarization constituents. Comparisons of ice classification charts using C-

band vv (1;1{S-  1 simulated) or 1.-band hh polarization data (J-I; RS- 1 simulated) with the fully

polarimetric  charts arc used to quantify errors or deficiencies in classification using current

single-channel spaceborne SAR. The Rignot and Drinkwater study [38] also shows that

combining L-band hh and C-band vv image data from 111{ S- 1 and J-llRS-1 would bc a more

powerful tool for studying sca ice than a single datasct.

c . Snowcover: A thermal insulator and microwave blanket

Snow plays a critical role geophysically and in terms of microwave backscattcring,  Dry snow has

a higher albcdo than sea-ice thereby reflecting a higher proportion of incoming short-wave

radiation, but it also tends to increase the physical temperature at the sca-icc surface by vir[uc of

its low thermal conductivity. Snowfall upon sea ice plays a significant role in determining the

subsequent heat balance at the surfi~cc of the sca ice duc to the insulating capacity of the snow

layer. In an analogy to its thermodynamic effect snow also regulates transmission of microwaves.

Snow depth, grain morphology, and structure while dcpcndcnt  on the thermal atmospheric

forcing also play a significant role in the microwave scattering and absorption of penetrating

microwaves.

~ Snow

The winter snow is laid down with negligible melt l~lctall~orl~l~isl~l,  and precipitated crystals

become broken down and compressed by wind drift. This fine-grained dry snow is effectively

transparent to microwaves, and the loss factor shown in Figure 3 is of the order of 15% of the

value of pure ice. Having a small dielectric constant (lJig. 3a,b) and low absorption coefficient, it

allows microwaves to propagate over long distances up to several meters (I~ig. 3c) before being

completely absorbed, ‘1’ypical  snow depths on thick I~Y and MY icc in the Arctic thcrcforc

present little impediment to incident microwaves. Additionally, the dielectric constant of dry

snow is sufficiently low that the impcdcncc bctwccn  air and snow is almost matched, “1’his results

in negligible surface scattering or internal volume scattering and most of the wave being
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transmitted into the snow before being  scattcrcd at the snow/ice interface - where the largest

dielectric contrast is encountered.

‘l’he assumption of a structure-free snowpack is somewhat unrealistic for most naturally

occurring snowcovers. After snowfall, thermal gradients through the snowpack promote change

snow crystal shapes and sizes, and influence the backscattcr. Snow metamorphism and vapour

fluxes can result in internal layers causing surface scattering contributions or even Rayleigh

volume scattering from enlarged snow grains (at X- and C-bands). Mtitzlcr [39] describes some

of these effects upon microwave signatures. The most significant effect occurs when a snow

cover develops layers with different density and crystal characteristics. ‘1’hc effects of

l~lctal~~orj~I~isl~~,  seasonal melting and rcfrcczing which promote such layering arc dcscribcd  later.

Wet Snow

When snow melting occurs the liquid water which appears in the air-ice mixture dramatically

change the influence of snow upon incident microwaves. In contmst to dry conditions, wet snow
has a pcrmittivity  c’ which becomes frequency dcpcndcnt  (I:ig 3a.). Equally it has a dielectric

loss c“ between 100 and 300 times as large as dry snow and which tends to 1.0 at X-band [40].

As snow wetness increases to 2% by volume, incident microwaves at frequencies above 5 GI17.

are absorbed at a rate of tens of dB/n~.  Mtitzler [39] measures an absorption cocfficic.nt  of

0.24/cn~  in moderately wet snow, and this translates into the penetration depths shown in Fig. 3c.

Frost Flowers—. —-—-—. — 1-
Riming upon sea ice, commonly known as frost-flowering, is a process by which a snow cover

may develop upon the surface of the sea ice without mass input from falling snow. Drinkwater

and Croeker  [30] identified this as a special case in terms of radar scattering because tbc rime

crystals adsorb brine expelled onto the surface of the mpidly growing icc sheet. ‘l-his creates an

extremely high dielectric constant layer which is an efficient rough-surface scatterer at

fwqucncics  higher than C-band [30]. Recent MN-1  results indicate numerous situations in which

frost-flowers appear to bc a tractable an explanation for the high C-band backscattcr (- -10 dIl),

while  surface scatterometer experiments by onstott  (personal communication) confirm that their

backscatter  may reach values more typically associated with the brightest MY icc floes, ~“hcir

occurrence certainly causes

ice, other than pancake ice.

Natural occurrence of such

the highest known values of C-band backscattcr associated with IJY

features remains clepcndent  upon a number of special atmospheric

and ice growth conditions. Richter Menge and Perovich  (personal communication) recently

studied natural forms of frost-flowers and made detailed mcasurcmcnts of the brine content of

the flowers. Laboratory measurements by S. Martin  (personal communication) serve to identify

conditions under which they may form so that their appearance in satellite data can bc used as a
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flag for specific environmental conditions. It is clear however, that their occurrence is closely

linked to high heat flux or humid situations where a vapour source combines with an advcctive

term over a relatively cool thin icc surface for the growth of nccdlc or feather-like hoar crystal

growth. I’hese features are observed to bc highly cphcmcral  and can appear and disappear

overnight depending on wind or snowfall conditions. Their appearance in IIRS- 1 data indicate

that they may on young sea icc in leads for up to 10 days (K wok, personal communication).

11. Seasonal Considerations

The main seasonal driver is the fact that the air and ocean tcmpcraturcs  modulate the thermal

conditions within the sea ice. Ambient air tcmpcraturcs  and surface humidities control the

sensible and latent heat fluxes - and through the energy balance control the icc growth and melt.

The most significant indicators of the thermal balance of the sea icc are the snow or ice-surface

temperature (in the absence of snow) and the snow/ice intcrfacc  tcmpcraturc.  ‘J’hcse enable the

thermal state of the sea ice and surface snow to bc determined. Seasonal changes due to

thermodynamic forcing from the atmosphere bring about the most significant changes in the

microwave response of the sca ice. l;igure 1 depicts some of these changes by way of the

introduction of liquid water into the snowpack during spring melting and disappearance of snow

during summer. The effect of microwaves encountering wet snow has been described in detail

but its consequences for information retrieval have not. Snow wetness and the seasonal impact

upon sea ice properties have a considerable impact upon the backscatter  contributions from the

snow and ice.

liigurc 1 indicates that for the most part data on ice growth during fall frcczc-up signify a rapid

stabilization of backscatter signatures when the temperatures fall below -1 ooC [41 ]. Up until this

point in time early snowfall can impacts scattering by absorbing surface brine on the young ice

sheet, thereby increasing snow absorption. “1’cmpcrature cycling during diurnal cycles also has an

impact upon the total backscattcr  if liquid water appears in the snow. ‘l’his is represented in Fig. 1

as ripples during the early Fall period. Generally during the Fall, the ice and snowcover reflects

the net heat flux environment, and the rapid stabilization of signatures shown by Drinkwatcr  and

Carsey [41] probably reflect the transition to a negative heat balance.

Ice growth continues steadily into the winter, with an accompanying incrcasc  in mean snow

depth. The winter snowcover in the Arctic and Antarctic has been observed to be an extrmnely

complex medium, with layering occurring as a result of natural radiative processes under

atmospheric forcing. This results in layers often of significantly different densities, and salinities,

resulting in some internal scattering when the gradients in propcr[ics  arc strong enough. The

horizontal stratification of naturally grown snowcovcr develops pronounced vertical density

variations at a scale height comparable to the microwave wavelength [39]. ‘l”hc superposition of
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waves reflected at various interfaces can produce noticeable intcrfercncc and polariz,atiol~  effects

in ground-based scat[cromctcr data. I lowcvcr, for the most part winter snow-structure effects are

limited to frcqucncics higher than C-band while the spatial variations in the snow propcr[ics  on

the scale of the satellite SAR resolution incoherently averages out such effects .

As shown in Section 3A, the appearance of moisture in the snow has a dramatic effect upon the

snowcover. In the pendular situation (shown in Fig. 1 ) where the snowcover begins to melt (i.e.

below 3% wetness) the free-water is retained at grain boundaries by capillary suspension.

Microwaves can still penetrate through the damp surface layer,  but with some attenuation of the

backseat ter from the snow/ice interface [42]. Figure 1 reflects the transition to a saturated snow

layer together with the corresponding reduction in the icc surface scattering, Once the snowpack

becomes isothermal in the late spring, liquid water builds up until the point (> 3% wetness)

where pore spaces open and liquid begins to drain, “J’his wet snow layer completely masks the sea

ice from incident microwaves, preventing sensing of the sea-ice beneath. In this case SAR

measurements only provide information on the snowpack on top of the ice layer, or indeed

roughness related propcriies of the ice [43, 44]. It is this rapid change in the snowcovex  which

allows melt detection in ERS- 1 SAR images. Wincbrenner  et al. [45] exploit the dramatic

reduction in backscattcr of multiyear sca ice upon the start of the spring melt.

Sumner
In early summer the absorption in the remaining surface snow is great, When no further snow is

present upon the surface of the sea ice, then the backscattcrcd signal is dominated by the surface

roughness and the density and wetness at the surface of the ice floe. During summer conditions

the surface roughness dominates the scattering situation and the morphological characteristics of

ridges and the structure of ridging zones become more clear. Under these conditions l~Y and MY

ice become indistinguishable.

~i> Validation Measurements and Surface Proof

Surface geophysical data collection }~as for many years been the accepted form of validation data

for remote sensing. It is becoming more and more accepted that remote sensing will lead

acquisition of basin-wide information with temporal and spatial coverage far superior to surface

experiment data. The term ‘ground truth’ is thus outdated and requires revising now some SAR

techniques are becoming accepted as truth with the accuracy and precision bounds of the

measurement technique. It is proposecl  that for SAR to make the transition to becoming an

accepted form of quantification of certain sea-ice geophysical parameters, the term bc renamed to

some other term such as ‘surFdcc-proof.
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TO make more powerful scientific usc of SAR products, physical models for sca icc and snow

must bc successfully married to backscattcr models to understand tllc tllcrmal or dynamic cause

or effect of observed signature changes. In accordance, the style of making surface validation

measurements must bc more rigorously linked to the rcquircmcnts  of these models so that they

directly support this association. Continuing dcvclopmcnt of microwave models is necessary to

understand icc signature variability but the kcy to making geophysical measurements with SAR

data is to remove these models from the abstract world and realign their development with

accepted geophysical models explaining dynamics or thermodynamics of sca ice. Surface

cxpcrimcnts must make associated mcasurcmcnts of variables characterizing the forcing behind

changes in physical propcrlics (such as the radiation balance) in order that these relationships can

bc exploited, The following section attempts to build on this theme.

infrequent point mcasurcmcnts  in space and time are the main limitation of surface

measurements and so the whole approach to providing validatory data must bc revisited. In light

of the fact that future Radarsat data will provide entire weekly coverage of sea icc in both

hemispheres it is difficult to conccivc of a scheme for comparing surface proof measurements

and geophysical products from SAR data. “I”hc answer probably lies in the judicious use and

careful positioning of instrumented buoys, and the continuation of well-crafted and coordinated

surface measurement programs. Such efforts must endeavour to support those scientists using the

latest generation of models by accurate quantification of the most relevant geophysical

characteristics of the sea-ice cover. As such these validation cxpcrimcnts will continue to bc a

necessary part of scientific utilization of SAR images .

5. COU1’LEI) DA’1’A ANI) MOI)ItL  API)ROACII1lS

In the previous section, the basis for making sea-ice gcophysica]  measurements using SAR data

is discussed. In this section, some examples of potential applications arc considered which

couple SAR and surface measurement data. 3’lw first example is taken from a microwave

modelling  exercise using polarimetric  SAR data from the J]]]. AI RSAR, I’hc second set of

studies uses SAR and various forms of on site data acquired during the Antarctic Winter Wcddcll

Gyre Study in 1992 (WWGS ‘92). These applications arc chosen as being both somewhat

different from the traditional uscs of SAR data, and pertinent to oceanographic applications,

Two kcy dcvclopmcnt applications for SAR in polar regions arc (i) monitoring of the icc motion

and estimation of the freshwater flux, and (ii) calculation of the dynamic thinning caused by ice

divergence and model estimates of the corresponding icc growth in ncw leads. The former is now

a realizable goal with forthcoming contiguous SAR covcragc from Radarsat. When coupled with

observations of surface temperature these observations can bc developed to give extra

information on surface heat flux and infcrcnccs regarding the salt flux from the sea ice.
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A, Microwave Scattering Models and lnvcrsion

‘l’o-date many theoretical models dcvclopcd to simulate backscattcring from snow and sca icc

could not account for many gcophysica]  situations in snow-covered sea icc bccausc they were

poorly related to the physics of snow and ice. in many cases this is duc to assumptions

inconsistent with naturally occurring ice, or because they try to match abstract internal

paranieters with realistic or naturally occurring propcr[ics.  Model dcvclopmcnt  is proceeding at a

rate which will soon catch up geophysical applications [35]. Polarimctric  models such as that

developed by Nghiem  [34] arc being tested using polarimctric SAR data in the manner described

in section 4. One advantage is that the frequency and polarization sensitivity in the model can bc

fully tested,

The problem with most scattering models is that they are only valid within a particular range of

frequency, ice roughness, or ice salinity. lixamplcs of testing a model’s capability under well

defined and characterized surfaces are proving most successful [35]. An example of l.-band

results from tests of a model developed by Nghicm  et al. [34] are shown for a thin ice sheet in

}~ig, 4. Results from matching the model calculated values with convcntiona] backscatter

coefficients indicate a good comparison in l;ig. 4a. This simulation explains that the

backscattcring  from thin ice requires a high salinity surface expressed as a brine skim or slush

layer, in order to explain differences between these vv ,and hh polarized backscatter  data.

IIchaviour of the complex correlation bctwccn hh and vv polarized backscatter is expressed as a

magnitude and phase in l:ig. 4b and 4c. “1’he magnitude of this correlation clearly expresses a

decrease with incident angle, w}~ile the phase remains close to zero. ‘1’his trend is explained by

the relative contributions of scattering from the surfttcc and volume over this incidcncc angle

range. Whi]c surfttce scatter dominates up to angles of around 30° incidence, volume scatter

becomes dominant beyond this point. Waves penetrating the ice sheet which undergo internal

scattering become decorrelated  an hence the reduction in Ipl.

Thus, modelling  efforis arc necessary to clarify the physics and clectromagnctics  governing

interactions of microwaves with sea icc at various wavelengths and polarizations [35]. Recent

fully polarirnetric  models must be tested, refined and validated so that they can bc used to

provide information about icc fabric. By obtaining knowledge of the structure and dielectric

properties of sea ice through microwave scattering models wc form a basis for mcasurwncnt of

indicators of ice salinity, thickness and strength, together with the flux environment regulating

ice conditions.

n. Wind-Driven Ice Motion and the Momentum Ralance

One important geophysical question is how sca icc responds to forcing from above and beneath

by winds and currents, as the transfer of momentum to the sca ice is critical to uncicrstanding  sea
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ice dynamics. This argument may be cxtcndcd  to the way icc motion  responds to local winds

causing discontinuous ice motion or divcrgcncc  and the formation of leads. A major uncertainty

in calculations of regional air-sea-ice heat exchange is the rate of ice divergence.

in this section pairs of Antarctic IRS-I synthetic aperture radar (SAR) images are coupled with

data from Argos buoy data to derive the icc kinematics and divergence in response to the surface

wind forcing. The current state of the art in routine post-processing of image data allows tracking

of sca icc features. Geophysical data products gcncratcd  at the Alaska SAR Facility through the

Geophysical Processor System (GPS) am; (i) icc motion vector fields, made from pairs of images

separated by a fcw days in time from successive passes over the same ice,; and (ii) ice

classification images [46, 47] and an example illustrating these products from the Bcaufort Sea is

shown in Fig. 5. The motion field maybe used simply to gcncratc  a deformation field in which

the griddcd relative displacements can be used to measure divergence or convergence in the ice

together with the spatial derivatives in both the x and y image directions. This approach is

currently being extended at JPL to IRS-1 data products recorded for Antarctic ice. An example

of a GPS icc motion product is shown in Iiig 6a,b together with the location of the image pair in

relation to the nearest Argos  buoy.

In the unenclosed Weddell Sea, Antarctica, ice motion is lCSS affcctcd by internal stresses

generated by coastal contact. In situations away from the coast under largely divergent
conditions, onc may assume that the mean ice motion ~~ is steady and in balance with the mean

current and the mean gcostrophic  wind tic

-..
vi- AtJ;  –~=O. (1)

A simple relationship then exists between the instantaneous time-valying part of the ice velocity
v; and the instantaneous geostrophic  wind u’~ [7]

v:. AU; +C (2)

where the error term e contains all error sources including time-varying current and the

divergence in the internal icc stress tensor. importantly, the mean error term ~ is zero which

accounts for its absence in IIq. (1). Matrix A in each case may be considered a complex scale

factor IAI, giving the magnitude of the ratio of icc speed to wind speed, and a rotation or turning

angle b (positive - clockwise) bctwccn  the ice and the wind vectors. Similar schemes have

rcccntly been used by Martinson and Wamscr [48] and Kottmeicr and Ihlgelbarl [49] to explain

the drift of sea ice in the Weddcll  Sea.

Wamscr  and Mar[inson  [50] demonstrate that a free-drift form of the ice momentum balance can

be successfully used under divergent conditions to simulate observed l~astern  WcddeJl  Sca ice



drift, with some assumptions regarding ice-water drag and internal icc stress. ‘l’o-date this

approach has been used for two buoy drift cxpcrimcnts  to derive the typical range of winter

Antarctic 10 m drag coefficients [48, 50]. in 80-100% concentration ice they observed air-ice

values in the range 1.45 x 10-3 S Clo <1.79 x 10-3 with aerodynamic roughnesscs spanning 0.27
< ~0 < ().47 mm, and derived a value for the icc-ocean drag coefficient of 1.13 x 10-3.

IIata shown here c}laractcrizcs  ice motion in the llastcrn-Central  Weddcll Gyre, in an area of

Argos drifters deployed by the Germans from the research vessel Polarstcrn in July 1992 during

the Winter Wcddcll  Gyrc Study (WWGS ‘92). l:igurc  6 indicates sclectcd  results from these SAR

images and buoys placed in the Central Wcddcll  Gym. in l:ig. 6a the position of two gcolocatcd

IRS- 1 SAR images arc shown with respect to the July porlion of the drift track of buoy 9364. In

Pig. 6b the corresponding SAR-tracked ice motion is shown for a 1 day period bctwccn  this pair

of images acquired on 13 and 14 July. In Fig. 6C the drift velocity of Buoy 9364 responds
quickly to pulses in the gcostrophic  wind U: (calculated from the two-dimensional buoy

pressure gradient field) and drifts along the track depicted in Fig. 6a. The corresponding response
to U; of the area encompassed by a triplet of Argos buoys including 9364 is equally sensitive,

The area encompassed by this buoy triplet increases consistently over t}~c month of July in

response to the wind stress (I~ig. 6d) and the area of new ice production in this period is

1100km2, equating to a mean divergence of 0.673:0.45%/day.  Sea ice quick] y reacts to pulses in

geostrophic wind, as is reflected in the 24-hr smoothed divergence in I;ig. 6d. Each pulse of

relatively stronger winds is interleaved by relaxation events where the ice pack converges and

leads CIOSC under internal stresses. in contrast, divcrgcncc over the whole six-buoy array in July

results in a mean value of 0.4 f:0.6%/day.  South-eastern buoys tend to converge over the same

July period and such spatial variability in the divergence results in a lower mean and larger

variance than that represented in Fig. 6d, I’his spatial variability in divergence, on different

scales makes it imperative that the satellite data are additionally employed in monitoring regional

divergence and hence new ice production.

‘l’he ice motion derived from the SAR motion field in Iiig. 6b indicate a mean ice motion vector

magnitude Vi of 0.255 nl/s, with a bearing Oi of 17.466° (when the ice motion direction is

corrected by -45° to account for the Nord~crn Hemisphere SSM/I grid coordinates used in the

motion vector mapping), The mean geostrop}~ic  wind Ug over the same period of ice motion

shown in Fig. 6b is calculated at 6.3 nl/s, on a bearing of 36.5°. Preliminary results comparing

these buoy-derived winds with the first Antarctic ERS - 1 SAR-derived ice motion give values  for

(IAI , ~) of (0.04 , 190). The turning angle  is consistent with a mean of IA I = 0.03 and ~ = 1 fl”~

18°(right  of the wind) observed during periods of free drift during WWGS ’86 and ’89 [50].

Purdmr processing of SAR icc motion data acquired during studies will form a satellite icc-

motion database for comparison with buoy statistics of velocity and divcrgcncc.  “1’hc lcstcd
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relationships between wind-stress and divcrgcncc, under essentially free-drift conditions, can

also then bc extended to yield similar bulk drag coefficients through  this sinlplc formulation of

the momentum balance. In addition more accurate long-term estimates of divergence can bc

made in order to make estimates of the impact upon heat cxchangc bctwccn  the upper ocean and

atmosphcm.

c . SAR and Ice-ocean Model Surface ldux  Nstimatcs

Q)ling SAR obscrvati~ms_an~?!lyti!-&egr~wM~dM

A simple extension can bc made of the results shown in Fig, 6 by coupling the regional SAR-

derived divergence measurements with an ice growth model. in l;ig. 7a the full energy balance is

computed using longwave radiation budget and short-wave fluxes (from WWGS ’92 shipborne

measurements) and estimates of the turbulent fluxes of sensible and latent heat driven by the

wind values plotted in Fig. 6. ‘I’he energy balance is used in an icc growth model developed by

Cox and Weeks [51] to simulate growth of an icc sheet (Fig. 7b) for the month described by the

buoy drift and SAR motion data. ‘lSypical  snow data arc added in the model to reproduce natural

observed conditions and with uninterrupted growth the icc sheet reaches a thickness of 55 cm in

only 20 days. Figure 7b indicates the salinity and temperature profiles of this icc sheet at 10cm

intervals. The corresponding brine volume profiles arc computed as a direct input to

backscattering models which require vertical profiles of dielectric properties within the icc sheet.

‘l’he direct relevance of this technique for oceanography, however, is shown in l;igure 7C and 7d,

where the impact upon the upper ocean is monitored by calculating the flux of salt from ice to

upper ocean as brine rejection and drainage take place. During early growth, when the air

temperatures were close to -30°C, winds of bctwccn  4 and 10 nds combined to cause net

outgoing sensible heat fluxes of -350 W/n~2. With clear .skics and relatively brisk winds the

sensible heat flux drive a net heat flux which on Day 205 reaches -500 W/n~2. Resulting ice

growth is rapid and the first day the growth rate peaks of, 15cm/d. After this early peak the rate

slows to typical values of 2 cnl/day.  A similar trend is seen in the salt flux data, where at peak

growth the salt flux exceeds 65 kg/n12/nlonth.

This brief example continues from the theme dcvclopcd  using the buoy and icc motion data.

Future SAR measurements of regional icc divergence and the fraction of open water, together

with the ice growth model presen[ed here will enable regional heat and salt budget to bc

assessed.

Time-series Ilackscatter I)aJ&an_d_l!].e  EIIS~gy13u.dget

A further extension to our understanding of microwave backseat tering response from sea ice can

also be drawn from studying rad,ar backscatter time-series in conjunction with this ice modelling

and radiation balance approach. in the final example a time-series of surface C-band
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scattcromctcr measurements is shown during a 3 day Wcddcll  Sca ice drift station at die cnd of

the month of July when the net heat flux budget S}IOWS  a dran~alic  transition [52]. l:ield

expcritncnt data from W WGS’92 for a 1 m thick ice sheet in Fig. 8 snows  10 minute averages of

wind stress and turbulent sensible heat flux together with the net energy budget (courtesy of W.

Friedcn of Hannover University, Germany) during a scattcrometer time-series data lasting from

day 203 to day 206 (21 to 24 July, 1992). In the lowermost panel of l;ig. 8 the 45° incidcncc  C-

band signature is plotted starling  at Julian Day 2.03.79. “1’hc solid line with error bars repmscnts

the mean vv-polarized backscattcr and the dotted line the corresponding hv polarized backscatter.

A 10 dll variation in vv polarized and 5 dll variation in hv polarized backscattcr is observed in

response to the changes in the heat fluxes presented.

Fig. 8a indicates a large variation in wind stress during the period shown, increasing rapidly to

over 5 N/n12 when the winds peaked at 20 rids. ‘l’he increase in wind took place with a sudden

rise in air temperature (Fig, 8b) from around -23°C to O°C during  the passage of a warm frontal

system. As a consequence of the overcast skies, warm temperatures and the high wind, the sonic-

al~e~~~ol~~etcr-tl~  erl~lox~~eter  recorded a net downward flux of sensible heat (or negative in the

coordinate system used by the instrument) which peaked during the strong winds at 60 W/rnz. A

sharp decrease in the amount of incoming turbulent sensible heat occurs on the early morning of

24 July, due to the clear night sky.

A preliminary estimate of the net energy budget is shown in l~ig. 8C using the conventional

system with “-” illustrating net outgoing heat fluxes of heat and vice-versa for “+”. At the start

of the period, the surface lost nearly 50 W/n12.  “1’his energy was supplied by freczi ng processes as

indicated by thermistors placed within  the sea “ice and icc core measurements. immediately the

sky became overcast the temperatures rise and light snowfall began. Several dB variability in

backscatter  indicate several orders of magnitude change in scattering over the conditions

indicated. The c}~ange  in heat flux regime is strongly correlated with a reduction in vv and hv

backscatter. IIigh winds and a brief period of cloud-free night at Julian Day 206.2 encourage

evaporative cooling and a local niaximum  in the values of vv and hv-pol  backscatter. Surface

measurements in association with the C-band radar data indicated that the vv-polarized data

clearly signal the change in }~eat flux environment when air temperatures rise above -20°C. When

surface temperatures rose dramatically snow-grain transformations began and melting was

focused at the surface. Snow had not reached an isothermal sta(c and reductions in backscatwr

appear caused by an increase in moisture and fcmnation  of a surface crust layer. At this time on

day 205, the minimum backscatter occurs (Iiig. 8d), but the wind speed continued to rise to gale

force. During this period a confusing reversal occurs in the vv-pol  data with a rise in backscat{er

values to a level higher than that on day 203. It is confirmed during this period that no significant

amount of surface wetness accumulated in the shallow 3cm deep snow layer. lnstcad, as Andreas
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and Acklcy (1982) have pointed out, the wind speeds at the surface can bc large enough that

enough heat is removed by surfidce  sublimation to prevent visible melting and free-water in the

snow. ]t is suggested that in the case of these strong winds enough heat is X“CI]Kwed by

sublimation to preclude significant melting, despite a large net radiation balance. ‘l’he large

vapour flux induced in the snow rapidly changed the snow crystal characteristics under these

conditions from hoar-sty]c angular crystals (induced strong negative heat gradients up to day

204) to large rounded crystals. Together with the Iaycring  which developed in the snow, it is

proposed that these snow changes play a large role by increasing volume scatter. A last

significant change in vv-pol  backscattcr takes place after cooling and overnight refreezing (day

205) of all moisture in the snow layer. Diurnal warming and another swing in the humidity which

took place on day 206 resulted in another minima in the backscattcr. ‘l’his shor[-term minimum

coincides with the brief period of incoming shor~-wave energy during scattered clouds and

probably signifies a brief reappearance of moisture at the surface of the snow.

This winter example clearly indicates that the sea-ice surface proper(ics  respond to the balance of

fluxes at the surface. l“iu-thermore,  a C-band radar reacts equally sensitively to these changes.

‘1’bough these temperature swings may bc more commonly associated with spring conditions, this

change in events may be recognized in time-series data to reflect transformations in the surface

heat and vapour flux environment. It is proposed that with the aid of buoy data and weather

analysis fields for specifying boundary conditions, the satellite SAR and surface data be used

together with physical models to understand how microwave data reflect key changes in the

energy balance, The power of time-series measurements using SAR backseat tcr has bare] y been

exploited. Coupling an analysis of data in this manner together with the tracking capability of

SAR provides a powerful method for studying change.

6. DISCUSSION AND CONCLUSIONS

The time has come to use SAR remote sensing as a compctcnt sea-ice measurement tool. This

requires that we expend time validating approaches and confirming the geophysical utility of the

extracted data. Ground-’’proof” is the key to establishing SAR as a credible alternative to

intensive surface-based experimental studies.

The main problem confronting scientists wishing to exploit SAR remote sensing of the polar ice

pack is coping with the vast amounts of data which are being recovered, Automated algorithms

which are tested and validated must bccomc the acccptcd norm, and are a ncccssary step to

digesting the spatial and temporal dimensions of the resulting datasets. “1’hc key to realising

geophysical applications of these data is rcalising  the requirement to process vast amounts of

data routinely, with knowledge of the errors inherent in the post-processing techniques used.
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‘1’hesc quantitative data will be used then to reflect not only the changing dynamics

pack itself, but also to reflect the chm~ging  surface heat and salt flux environment.

Of tht sea-ice

The application of rapidly evolving algorithms to protkm of monitoring sca-icc  geophysics is a

necessary step to establishing the credibility of microwave SAR.  WC must all use and validate

products of these applications such that the remote sensing SAR tool will become accepted in sca

ice geophysics. To make best use of this rapidly evolving tool, however, onc must rccognim the

drawbacks involved in using aircraft or satellite SAR data. “1’hc researcher must appreciate the

difficulties of using these techniques so that they can interpret the observations confidently. ‘1’hc

objective of this section is to dcscribc  the problems and difficulties associated with use of

microwave SAR instruments both

approaches to minirnisc the impact

data,

from airborne and spaceborne platforms, and to outline

of these problems in the geophysical interpretation of the

There will be a time soon when the SAR will guide us to geophysical variability which was

otherwise unrecognised. Already SAR is demonstrating the utility of the time dimension, often

absent in sampling of polar geophysical media duc to the logistical difficulty of routine

observations. The goal of future satellite datascts therefore shall be to provide both a Lagrangian

time-series of the characteristics and dynamics of sca ice floes tracked across the Arctic basin or

Southern Ocean, Parcels of sea ice can be followed through their evolution from thin new ice to

multiycar  ice using a Lagrangian  style sea-ice tracker, This requires observations bc frequent,

continuous and indefinite over a large geographic expanse, We are already close to this goal

when Radarsat arrives with the mandate to map the complete sea-ice cover of both hcmisphcrcs

once every week. The thought of tracking a piccc of icc throughout its lifetime negates the

ncccssity to identify ice “types” - or indeed to usc such types as a proxy for sea-ice thickness. As

this chapter has shown, wc are close to marrying physical ice models with microwave scattering

models. Providing enough supplementary surface information is available in the form of surface

tcmpcraturcs or wind speeds the full lifccyclc of the sca-icc sheet can bc monitored in the context

of its surface momentum, heat, salt, and freshwater balance. Within this framework, SAR is

already used equally WCII to monitor variations at a point in space, in a IMlcrian framework, In

summary, SAR will go a long way to clucidatc sea-ice proccsscs influencing the capacity of the

high-latitude oceans to regulate global climate.
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Table  1. Sea ice variables of primary interest for atmosphere-ocean-ice interaction

studies.

Parameter Horizontal  Spatial  Seal.& . . . . . . . .-.—...———
Ice Extent 10On~  -1 km

Ice Thickness O-100kn~

Thin Ice Coverage lm -10 km

Ice Divergence 1 -100,000 kmz

Ice Type 10-1000 km

Snow Depth 0-1 km

Summer Melt 100-  lx106kn~2

Mcltpcmd  Coverage

(i.e. Albedo) 0-10 kn~2

Ice Motion 0.1-10 km

ICC Growth Rate 0.1-10 km

3@poral  Scale ._

ld-10y

ld-7d

lh-10d
l-7d

7d-ln~

l - 7 d

7d-6n~

7d-6n~

l-7d
lh-7d

._-.A!xMq!
<0.1 9io of arl

10-50 cm
<170 of area
<l Ye/d

*(1 oo/# type

5 cm
5% of area

<370 Of ar(

2 cnl/s

10 Clll /d
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Table  11. Specifications of satellite synthetic aperture radars

—-— ._

SeasatS a t e l l i t e ll~s-1  ._ ___ _____. . ..J-ERS1  Ji?hrsal
Period  of July -

operation Oct. 1978

SAJt operating

frequency 1.275 GHz

Wavelength 23.5 cm

Polarisation HH

Incidence

Angle: 23.0°

Pixel size

Resolution:

Azimuth 25 m

(4 looks)

Range 25 rn

Swath

width 100 km

Orbit Repeat

Frequency near-3 d

Onboard

Storage No

July ’91-

present day

5.3 G1-lz

5.7 cm

w

23.5°

12.5 m

30 m
(4 looks)

25 m

100 km

3-35-3d

l@b. ’92-

present-da y

1.275 GHz
23,5 Cln

1111

35°

30 m

(4 looks)

18 m

75 km

44 d

No Yes

to be launched

in 1995.

5.3 GHz

5.6 Cm

1111

20-59°

8-100nl

(1 -8 looks)

8-100nl

45-510 km

24 d

Yes
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l~igttre  1. I ieuristic model of the relationships between sea ice physical properties and the
nature of C-band microwave interactions, throughout the thermodynamic growth cycle. “l’he
lower panel shows potential geophysical information contained in microwave back scattcr record.

l~igurc 2. Summary of (a) cxpcrimcntal  power absorption and (b) equivalent penetration
depth in sea ice, after [29].

liigurc 3. Wet snow (a) Permittivity (E’) and (b) loss factor (c”) at volume fractions of water
of 1 % and 10%, at a constant snow density of 250 kg n~-3, from empirical equations given in
[40]; (c) signifies the frequency-dependent penetration depth based on these dielectric properties
for varying snow water content from the curves of [40] in (a) and (b),

Figure 4, Fully  polarimetric microwave scattering model results from L-band simulations of
thin icc in March 1988 in the Beaufort Sea (after [34]). (a) shows the comparison between VV, hh
and hv polarized backscatter data and simulated returns; (b) indicates the magnitude Ipl of the
complex correlation bet wecn vv and hh linearly polarized returns; (c) shows the corresponding
phase of the complex correlation p.

Figure 5. Hxample of geophysical products routinely gcncratcd at the Alaska SAR Facility
from ERS - 1 SAR data (courtesy Ron Kwok and Bcn 1 lolt, J}%). images were acquired in the
Ileaufort Sca and are separated by 3 days in November 1991. ‘1’hc icc motion vector and resulting
deformation grids are shown in the centrc panels and the classified images arc shown in the
lowermost panels.

Figure 6. Illustration of ice drift and deformation extracted from Antarctic IRS-1 SAR
images and an Argos drifter instrumented site in the central Weddell  Sea, Antarctica. (a)
Gcolocated SAR image locations superimposed upon the July drift track of buoy 9364; (b) SAR
image on 14 July, 1992 (Day 196) with superimposed vectors illustrating the icc motion field
over a 24 hour period from day 195- 196 [SA~ image @ ES A]; (c) lce drift velocity compared
with the geostrophic  wind in July; (d) buoy triplet area change and computed ice divergence.

Figure 7. Radiation balance and icc growth during July 1992, in the area of the buoy drift
shown in Fig. 6. (a) Radiation balance; (b) ice properties during one month of icc growth starting
on day 192; (c) salt flux, net conducted heat flLIx and icc growth rate during this period.

Figure 8. Shipborne C-band microwave radar scattcrometer  time-series comparison with
surface fluxes of heat and momentum. (a) turbulent flux of momentum; (b) turbulent flux of
sensible heat; (c) the energy balance (d) vv and hv backscattcr  response with tcmpcraturc  and
humidity. Data were acquired during the Winter Wcddcll Gyre S[ucly  in the austral winter of
1992.
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